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Network science has become increasingly popular in the cognitive 
sciences, including linguistics. This book is the fi rst to explore lexical 
networks in learners of English as a second language, focusing on the 
relationships between phonological word forms in the mental lexicon. 
It highlights the contributions that network science can make to the 
study of lexical organization of second languages.

Within the theoretical framework of evolving networks, lexical 
learning is seen as a process of network growth. The lexicon is 
modeled as a growing phonological network that increases in size as 
language users advance through second language profi ciency stages. 
This allows the analysis of specifi c growth algorithms (such as 
preferential attachment) that can account for observed mechanisms 
of lexical acquisition. Empirical models of evolving lexical networks 
can help elucidate the structural changes occurring as the second 
language lexicon expands.
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preface

Lexical knowledge is a crucial pillar of linguistic competence, upon which all other 
linguistic functions depend. Decades of psycholinguistic research have explored the 
cognitive representations of words in our minds and their internal organization, the 
so-called mental lexicon. Of particular interest have been the pathways of word acqui-
sition and retrieval, the functional components of the mental vocabulary, and the in-
terrelations between words encoded in the vocabulary. Research of the mental lexicon 
is voluminous and has significantly advanced our understanding of how the human 
mind processes words, both in first languages and those learned later in life.

To unravel the intricacies of the mental lexicon, researchers have primarily em-
ployed a “bottom-up approach” based on the reconstruction of linguistic processes, 
such as word recognition and lexical learning, by focusing on individual words and 
their formal and functional neighborhoods. This method has built a solid theoretical 
foundation to capture phenomena observed in experimental tests over decades. Recent 
advances in the mathematical domain of network sciences have opened up promising 
avenues for a “top-down” approach to studying the mental lexicon. This involves view-
ing words as parts of a vast, interconnected network. Novel insights into functional 
and developmental patterns can come from modeling the mental lexicon as a complex 
system, where the performance of one part relies on another, and the whole system is 
more than the sum of its parts. This bird’s-eye view of the mental lexicon as a complex 
system facilitates the exploration of its grander structure, unveiling new patterns of 
hierarchical relationships and lexical access dynamics. Ultimately, it can lead to more 
predictive models of the factors that influence lexical processes.

The research field of lexical network science is relatively new, with studies pri-
marily focused on a limited number of languages, mainly those involving first lan-
guage users. Second languages have been underrepresented in this research. This book 
aims to address this gap by introducing readers to the methodology and utility of net-
work science for second languages, specifically English as a second language1. To offer 

1 The term “second language” will be used throughout this book in the psycholinguistic sense of any language 
learned after the first (native) language of a speaker, with the exception of bilingualism (see, e.g., Gass & Se-
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a comprehensive perspective, the book will also present a lexical word form network 
of British English as a first language to allow for meaningful comparisons between the 
linguistic patterns of English as a first and second language. The focus of this book is 
on mathematical modeling of network-theoretical concepts within the phonological 
lexica of language users at various proficiency stages of English, their psycholinguistic 
implications, and the question of what network science can contribute to theories of 
word learning and lexical access. By approaching second language networks through 
the lens of evolving network theories, the book aims to provide insights into the devel-
opmental aspects of lexical learning in second languages. The ultimate goal is to offer 
a network-theoretical description of word form networks and their growth in learners 
of English as a second language. The structure of the book is designed as follows. 

The opening chapter explores word form relationships within the mental lexicon, 
as outlined in widely accepted psycholinguistic theories of lexical access. At the core of 
this discussion is the notion of ‘phonological neighbor’, a measure of the relationship 
between word forms. Much explanatory weight of network science is placed on the 
quality and quantity of relationships between entities along known similarity dimen-
sions, and phonological neighbors are the logical starting point for a network-theo-
retical approach to word forms. The chapter systematically surveys various concepts 
of network science and their application to the description of phonological networks. 
Special attention is given to the different levels of network organization, including mi-
cro, meso, and macro levels of analysis. Characteristics of individual nodes, small clus-
ters of connected nodes (communities), and the overall topology of a lexical network 
all bear systemic relevance for network connectivity and can provide information 
about lexical processes. The chapter further explores theories on activation spreading 
in lexical networks. This is particularly important as patterns of co-activation are ex-
pected to align with network principles, potentially differing from predictions based 
on traditional models of lexical access.

Chapter 2 outlines the construction process of the phonological networks of En-
glish. Vocabulary data associated with different proficiency levels in second language 
English were collected, and phonological distances between word forms were calculat-
ed as the foundation of network creation. To provide a point of comparison, a separate 
phonological network with data from British English first language users was comput-
ed. The subsequent sections of the chapter describe network-mathematical analyses, 
covering all levels of analytical detail for the networks examined. Throughout, the im-
plications that these findings hold for lexical processing are discussed.

In the third chapter, network growth algorithms that are of potential significance 
for phonological networks are reviewed. A specific focus is placed on scale-free net-
works and how new links can be accumulated in a way consistent with the scale-free 
assumption of phonological networks. A discussion of various factors influencing the 
growth of scale-free networks follows, including uniform and preferential attachment, 

linker, 2008). The terms ESL or “English as a second language” and EFL or “English as a foreign language” will 
thus be used synonymously.
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fitness models, and aging effects. The discussion extends to the application of these 
network growth algorithms in the second language networks, where vocabulary gains 
across proficiency levels are analyzed in terms of which network growth principle can 
best explain the observed patterns. Growth rates within distinct network parts, com-
munities, and individual nodes are discussed. Additionally, the developmental trajec-
tory of growth over the course of language learning at the micro, meso, and macro 
level of the evolving second language network is charted. Theoretical extensions of the 
Barabási-Albert evolving network model are tested in the networks.

The conclusion summarizes the findings and presents future directions for the ap-
plication of network sciences to the study of the mental lexicon and word learning in 
second languages. The potential of network theoretical approaches to lexical organi-
zation and lexical access in language users is in its nascent stage, with ongoing devel-
opment of new theories. Emerging hypotheses seek to integrate traditional knowledge 
about the mental lexicon with novel insights derived from the principles of network 
science.

Hopefully, this book will inspire researchers to apply network-mathematical con-
cepts to the psycholinguistic study of word relationships in the mental lexicon. This 
integrated approach across research specialties can be intellectually fruitful and lead 
to a deeper understanding of the cognitive underpinnings of linguistic representations 
in the human mind. By embracing different theoretical perspectives and exploring 
innovative research questions, we can make significant strides toward elucidating the 
structural organization of human word memory.





1.  
the network revolution  

in the mental lexicon
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1.1 views of lexical connectivity

The mental lexicon is the human repository of lexical knowledge (Oldfield, 1966). It is 
the cognitive system that organizes lexical activity and forms the basis of expression 
by providing storage to all vocabulary items that are known by a language user (Dóczi, 
2019). A lexical representation is believed to contain information about a word’s form, 
meaning, and syntactic properties, which become accessible upon lexical access (Yel-
land, 1994). How words are represented and processed in the mental lexicon is crucial 
not only for theories on language acquisition and development but can more generally 
shed light upon universal principles by which humans mentally categorize language. 
The mental lexicon is best conceptualized as an ideal, abstract notion, rather than 
a mere catalogue of word knowledge (Aitchison, 2012; He & Deng, 2015). In essence, it 
functions as a dynamic memory system supporting linguistic processing, continually 
adapting in response to experience.

Virtually all psycholinguistic accounts of lexical processing acknowledge that 
information in the mental lexicon is organized according to phonological similarity 
(Buchwald, 2011; Schweppe, Grice, & Rummer, 2011; Vitevitch, 2002b). Studies have 
consistently revealed an advantage of phonologically similar word forms for word 
learning, underscoring the strong influence of phonology on lexical processing in 
first language acquisition and second language learning (e.g., Aitchison, 2012; Arutiu- 
nian & Lopukhina, 2020; Beckage & Colunga, 2019; Dell & Gordon, 2003; Fourtassi,  
Bian, & Frank, 2020; Gahl, Yao, & Johnson, 2012; Harley & Bown, 1998; Havas et al., 
2018; James & Burke, 2000; Siew & Vitevitch, 2016; Vitevitch & Luce, 2016). Therefore, 
understanding the role of phonological similarity in the mental lexicon can illuminate 
processes involved in the organizational structure of lexical cognition.

1.1.1 phonological neighbors

The phonological similarity bias in the mental lexicon is governed by ‘phonological 
neighbors’, a well-studied notion of lexical relationships (Goldrick, Folk, & Rapp, 2010; 
Landauer & Streeter, 1973). In their seminal study of lexical frequency in word recog-
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nition, Streeter and Landauer (1973) defined phonological (in their term “lexical”) sim-
ilarity as the distance of one piece of information (a phoneme or grapheme) between 
two words. What was referred to as “neighbors” and “similarity neighborhoods” have 
evolved into today’s concepts of “phonological neighbors” and “phonological neigh-
borhoods” (see, e.g., Vitevitch & Luce, 2016). Phonological neighbors are commonly 
considered to be words that share the majority of phonological segments and differ 
by just one segment through substitution, deletion, or addition (the so-called Ham-
ming or Levenshtein distance, Landauer & Streeter, 1973; Luce & Pisoni, 1998). What 
lies at the core of lexical activation is competition for activation between segments 
and, consequently, among phonological neighbors. Activation of a target word, either 
through production or perception, leads to co-activation of other words sharing pho-
nemes with the target. Since co-activation spreads through common phonology, the 
more phonemes are shared within a neighborhood, the more activation spreads within 
a neighborhood. This results in the “phonological neighborhood effect” on the lexical 
level (Vitevitch & Luce, 2016). The impact of the effect varies in speech production and 
in perception. In perception, competition among lexical candidates results in slower 
access to the target word (Luce & Pisoni, 1998; Magnuson, Dixon, Tanenhaus, & Aslin, 
2007; Vitevitch, 2002a; Vitevitch & Rodriguez, 2004). In speech production the oppo-
site is observable, and words from denser neighborhoods are produced faster and more 
accurately (Vitevitch, 2002b; Vitevitch, Armbruster, & Chu, 2004; Vitevitch & Som-
mers, 2003). In speech recognition, listeners have limited semantic information and 
rely solely on phonemic input to determine a phonological word form. In production, 
speakers have access to semantic information, which they can use to prevent co-acti-
vation of certain phonological neighbors. It has been proposed that in speech produc-
tion, articulation-relevant features of phonological representations become strength-
ened through co-activation (Vitevitch, 2002b). Phonological neighborhood effects are 
well-documented phenomena in psycholinguistic research, observable across various 
languages and populations (e.g., Arutiunian & Lopukhina, 2020; Gordon, 2002; Mar-
ian & Blumenfeld, 2006; Stamer & Vitevitch, 2012). They constitute a central compo-
nent of lexical processing (see Vitevitch & Luce, 2016, for an overview of neighborhood 
effects in perception and production).

Phonological neighborhoods play an important role in word learning. Words 
which find many potential neighbors or ‘anchor words’ in the vocabulary of a learner 
are more easily and rapidly integrated (Gaskell & Dumay, 2003; Storkel, Armbrust-
er, & Hogan, 2006). Thus, dense phonological neighborhoods with numerous words 
connected via the one-segment distance can exert a pull-effect on new words shar-
ing phonological features with these neighborhoods. Clusters of phonologically re-
lated words constitute particularly strong attraction points for new words (Stamer 
& Vitevitch, 2012; Storkel et al., 2006). Research indicates that adult word learning is 
facilitated by high-density neighborhoods, while challenges arise when target words 
belong to sparse neighborhoods (Storkel et al., 2006). The phonological homogeneity 
bias essentially skews the learner’s perceptions and word memory in a way that favors 
accumulations of phonologically similar words. While most word learning research 
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has focused on first languages (or ‘L1’), the phenomenon of phonologically guided 
word learning can also be found in second languages (‘L2’; see, e.g., Bialystok, 2010; 
Kaushanskaya, Yoo, & Van Hecke, 2013; Leach & Samuel, 2007; Smits, Sandra, Mar-
tensen, & Dijkstra, 2009; Stamer & Vitevitch, 2012; Yates, 2013). New L2 words that 
share phonological similarities with existing words in a learner’s L2 vocabulary are 
acquired more efficiently and retained more accurately (Dijkstra, Miwa, Brummelhuis, 
Sappelli, & Baayen, 2010). Conversely, acquiring and retaining new words that embed 
in sparse neighborhoods proves to be more challenging. The phonological similarity 
bias in learning is not restricted to one language but operates across different lan-
guages, as evidenced by parallel activation of L1 phonological forms when L2 is being 
processed (Broersma & Cutler, 2008). Phonologically similar L1 and L2 words are fre-
quently co-activated, even when this activation is irrelevant to the task (Carrasco-Or-
tiz, Midgley, & Frenck-Mestre, 2012; Schulpen, Dijkstra, Schriefers, & Hasper, 2003). 
Third language (‘L3’) studies have yielded similar results, and L3 words tend to activate 
words from the first and second languages of speakers (Van Hell & Dijkstra, 2002), 
suggesting that similarity in word forms across languages can provide benefits for L3 
lexical processing (Mulík, Carrasco-Ortiz, & Amengual, 2018). Co-activation between 
L3 and L1 words is commonly reported, but co-activation between L3 and L2 seems to 
be more dependent on the proficiency level of the learners (Mulík et al., 2018). This has 
implications for phonological pull-effects in word learning: higher L2 proficiency leads 
to increased L3 neighborhood effects. The typological and phonological relationship of 
L1, L2, and L3 languages certainly plays a role, too. Additionally, semantic relatedness 
of the similar phonological forms needs to be considered, as cross-language homo-
phones and cognates can lead to different neighborhood effects (Carrasco-Ortiz et al., 
2012; Dijkstra et al., 2010; Dijkstra, Timmermans, & Schriefers, 2000; Haigh & Jared, 
2007; Midgley, Holcomb, & Grainger, 2011; Van Heuven, Dijkstra, & Grainger, 1998).

Perceived phonological similarity is tightly linked to the notion of phonological 
confusability and the question of how individual language users assess similarity of 
phonemes. Phonological confusability may extend beyond the one-segment neigh-
borhood and encompass a broader spectrum of similarity relationships, including the 
PLD20, which gives the mean number of steps that are required to transform a word 
into its 20 closest neighbors (Suarez, Tan, Yap, & Goh, 2011). Suarez and colleagues 
demonstrated that co-activation extends to the wider neighborhood separated by more 
than one segment of distance between words (also see Chan & Vitevitch, 2009, for sim-
ilar findings), even in the absence of one-segment neighbors. Their research uncovered 
what they termed “neighborhood effect without neighbors” (Suarez et al., 2011: p. 605).

The one-segment phonological distance has proven to be a useful concept for psy-
cholinguistics over the last few decades. Over time, a more nuanced view of phonolog-
ical neighbors has emerged. One line of research focuses on locus-oriented notions of 
phonological neighborhoods that consider the serial order of phonemes in words, sug-
gesting that not all phonemes are equal when it comes to neighborhood construction 
(e.g., Desroches, Newman, & Joanisse, 2009; Simmons & Magnuson, 2018). Typically, 
word-initial phonemes are attributed a higher conceptual importance in the sense that 
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stronger neighborhood connections exist between words that share onsets (so-called 
“cohort effects), such as cat-cab. In contrast, rhyme neighbors differing in the onset 
phoneme, for instance cat-hat, show weaker competition effects (Simmons & Magnu-
son, 2018). Another measure of phonological neighbors is captured by the so-called 
P-metric (or phonological neighborhood spread), which counts the phonemic possibili-
ties for a word to form neighbors (Vitevitch, 2007). As exemplified by Vitevitch (2007), 
the English word mop has three phoneme positions where neighbors can form (P=3), 
e.g., hop, map, mock. Its phonological neighbor word mob, however, has only two pho-
neme positions for neighborhood formation (P=2), e.g., rob, mock. Conflicting findings 
regarding the phonological neighborhood spread exist in the literature. Yates (2009) 
found faster responses to words with numerous phonemic positions changeable for 
creating neighbors, while Vitevitch (2007) reported the opposite – faster recognition 
for words with smaller P-values, supporting assumptions of activation-competition 
theories. Fewer neighbor formation possibilities mean less cognitive effort involved 
in processing words. Higher degrees of certainty in word recognition (in the case  
of a smaller P) correlate with faster recognition rates, whereas more uncertainty due 
to a higher rate of variation probability (in the case of a larger P) slows down process-
ing. These findings indicate that the probability of phonemic overlap with neighbors 
across different phonemic positions effects on lexical processing and potentially the 
structural organization of word forms in the mental lexicon.

Phonological similarity can also be described across different phonological dimen-
sions, as shown by feature-based analyses measuring the closeness of phonological 
neighbors (Bailey & Hahn, 2001). For instance, the phonological distance between 
voiced and unvoiced variants of a consonant is arguably closer than that between 
a vowel and a consonant, as seen in examples like bat-pat vs. ball-boy. A study by Fric-
ke, Baese-Berk, and Goldrick (2016) shows that the English word cod has a multitude of 
neighbors (27 overall) with which it shares different phonological features: God differs 
only in the voicing parameter of the word-initial plosive, while the word-initial sibi-
lant in sod represents a larger phonological distance to the target word cod. The authors 
demonstrated that considering position-specific similarity of segments can predict the 
spreading of activation in a phonological neighborhood (in their case, in word-initial 
position). These findings underscore the importance of further quantifying phonolog-
ical neighbors for understanding crucial aspects of lexical processing.

Phonology-based models of lexical access tend to view the mental lexicon as “a col-
lection of arbitrarily ordered phonological representations and the process of lexical 
retrieval as a special instance of pattern matching” (Chan & Vitevitch, 2009: p. 1934). 
The majority of current models of spoken word recognition share the assumption that 
phonological overlap is the central force driving competition and activation in lex-
ical processing (Weber & Scharenborg, 2012). Phonemic input activates all similar 
phonemes within a phonological neighborhood and words containing those shared 
phonemes compete for overall activation. The way phonological connections between 
words can further or hinder activation spreading is a crucial question in theoretical 
models of lexical access.
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